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ABSTRACT
Recent research shows that many STEM University students face burnout and poor mental health,
however, there is little research on why and when students feel stressors during tasks. Student’s mental
well-being is a recurring issue that is exacerbated by the pandemic and other stressors of the fast-paced
modern work environment. Decreased state of well being from experiencing repeated stress and
negative emotions can lead to burnout and decreased performance in students and employees. While the
goal is to maximize quality, overworking students without allowing time to recuperate from stress may
lead to less efficient work. Furthermore, stress from burnout will decrease the quality of the student’s or
employee’s life outside of the workplace. To mitigate stress, it is important to know when stress
reactions and changes in emotion occur. By understanding emotional and stress responses better we can
make adaptive software that can improve user well-being. Many measurements of stress involve
reflecting on past events, which does not allow us to see the subliminal factors that may contribute to
these stress responses. We aim to track users’ computers to create a tool that predicts emotion and stress
changes in STEM students. Using these predictions, our final application will generate just-in-time
interventions when our algorithm predicts that a user has been experiencing negative emotions or stress
for too long as an attempt to prevent burnout in university STEM students.

INTRODUCTION
Preventing burnout in students is essential to optimize productive study time as well as enhance
students’ way of life. Mitigating stress is only possible when we know the cause of students’ stress. To
better understand the context in which stress occurs, we will use context features involving keyboard
and mouse actions, active applications and browser tabs, and facial recognition to predict emotion and
stress levels based on manually entered user labels. Using these labels, we will try to map different
contextual features to stress and emotions on both a general and individual level. The predictions will
be used to generate just-in-time interventions to reduce acute stress and mitigate future burnout. We
will test different groups to see whether specific interventions such as going for a walk, or telling the
user to take a break with their personal preferred form of relaxation is more effective.

SYSTEM DESCRIPTION

OVERVIEW
The Student Logging tool is comprised of 4 main components: key-logging, mouse-logging,
context-logging and emotion-logging. The components collect data in realtime and are programmed in
Python. The data collected are stored in CSV files and are later used to compute the 13 features used for
stress and emotion prediction and are described in table 1. The 13 features are converted to a .aarf file
including the manually entered user emotions as class labels. This file is used in Weka where we use
different machine learning algorithms to best predict the user’s stress and emotion levels at different time
intervals.



KEY-LOGGER
The keylogger takes real-time updates from the user’s keyboard interactions using the Keyboard library.
The actions are stored in a locally stored csv file, where each line writes the timestamp of the action, the
type of action (UP, DOWN), and the type of key (KEY, SPACE, BACKSPACE).

MOUSE-LOGGER
The mouse-logger takes real-time updates from the user’s mouse interactions using the PYNPUT library.
The actions are stored in a csv file, where each line writes the timestamp of the action, and the type of
action (MOVE, CLICK, SCROLL). Move and click actions also write the coordinates of the mouse,
while scroll actions log the scroll vector indicating the velocity of the scroll.

CONTEXT-LOGGER
Context logs consist of the user’s system information and their interactions with applications and
browser tabs on their computer. This component takes updates on one-minute intervals that log the
timestamp, the application in focus, and the number of tabs open in Chrome.

EMOTION LOGGING
The emotion detection algorithm stores the predicted emotion as well as the confidence intervals of all
seven emotions of the user at a given frame over the entire session. The emotion is detected every set
amount of frames. We are using Python's deepface module to make our predictions.

Figure 1.
Table 1: Descriptions of all features collected

REAL-TIME ANALYSIS
Upon exiting the session, the logs are fed into a function which parses the data and runs analysis to
compute the 13 features. These features are then used to display various graphs about their interactions
and changes in activity over the session. The visuals are also stored on their computer for future
reference. This is both for our use to analyze the data as well as for the user to notice patterns or
subconscious tendencies and correlations in their behavior. Lastly I developed a dashboard for the user to
interact with after their session. The dashboard includes highlights such as their most used windows and
which emotion they were most often labeled as while using that window, the amount of active time spent
during the session. Their most frequent emotion label over the entire session, and a graph visualizing
their change in emotion.



Figure 2. User dashboard generated post-session
RELATED WORK
Emotion detection utilizes facial recognition to predict emotion, however much of this data is trained on
a non-representative population. This results in demographics such as non-white users and females
receiving less accurate labels. We attempt to add other context features to help mitigate these biases in
the data that we see from past research.

Other studies show that emotion detection is inaccurate unless given further environmental cues1. These
studies reference the difference between one’s smile while taking a photo and one’s smile while laughing
at a joke. Because we are testing STEM students during work, our environment is narrow and helps us
better contextualize the change in emotion.

DATA ANALYSIS

At this time, we have not started pilot testing on our most updated application, however I have
run data tested on myself and other lab members without the manually entered emotion labels.
By running this data in Weka, we can start to identify redundant attributes and if there is a
significant connection between the facial recognition emotion label and other context features.
The biggest problem with our small sample dataset is that a vast majority of class labels were
neutral. The J48 decision tree, Random Forest, and K-means clustering algorithms predicted
emotion with high accuracy but low F-measure before preprocessing the data. To counteract
this, I manipulated the data by merging emotion class labels into the categories neutral, negative, and
positive. Although we had a small set of data to look at, the J48 decision tree gave us insight as
to which features may lead to certain emotions. For example, instances with an average mouse
movement greater than 1255 pixels per second more often led to a classification of Sad,



whereas instances with less mouse movement were more often labeled as neutral. Outside of
Weka, I also generated correlation matrices of the features. I also generated graphs for each
session showing how the attributes changed over time. Lastly, I generated a dashboard for the

Figure 3. Graphs generated post session displaying changes over given intervals



Figures 4 and 5. Correlation matrices visualizing relationships between different features.

LIMITATIONS AND FUTURE WORK

Privacy is an increasing concern, which may hinder people from utilizing an application which tracks
and stores data about their interactions with work and their environment, especially since a face cam
must be active to track the data. Furthermore, the facecam may be distracting during everyday use, and it
may alter behavior observed in an environment where they are not normally tracked. This may play a
factor in inaccurate labels during testing as well since the prompts may be distracting or alter their mood
by making them aware of their current state. This plays further into the problem of manually entered
emotion labels because humans are not always aware of their emotions, and their emotions may be more
complex than one of the seven emotion labels.

However, this tool could be used to allow STEM students to become more aware of their interactions
with their environment and emotions from only a few sessions. As a result, students may be more
intentional and aware during other sessions when they are not being tracked given the data we provide
with our tool. Furthermore, this data could be used by employers or teachers to understand when certain
tasks or assignments increase stress or when burnout starts to occur.

While we had decent results from the random forest algorithm in WEKA, we need more data to better
understand the connection between these features. If the data is heavily skewed in our final dataset, we
will likely benefit from using a random subset of the neutral class, or oversampling of the less frequent
class labels.
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